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ABSTRACT
Human-Centered AI (HCAI) advocates the development of AI ap-
plications that are trustworthy, usable, and based on human needs.
While the conceptual foundations of HCAI are extensively discussed
in recent literature, the industry practices andmethods appear to lag
behind. To advance HCAI method development, current practices
of AI developer companies need to be understood. To understand
how HCAI principles manifest in the current practices of AI devel-
opment, we conducted an interview study of practitioners from 12
AI developer companies in Finland, focusing on the early stages of
AI application development. Our thematic analysis reveals current
development practices and identifies four main challenges: (i) de-
tachment of HCAI work from technical development, (ii) clients’
central role as the source of user requirements, (iii) uncertain nature
of AI, and (iv) lack of value-based understanding of AI. The findings
inform the development of HCAI methods and implementation of
HCAI principles in AI application development.

CCS CONCEPTS
• Computing methodologies→ Artificial intelligence; •Human-
centered computing → Human computer interaction (HCI).

KEYWORDS
human-centered artificial intelligence (HCAI), human-centered de-
sign, AI applications, company practices
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1 INTRODUCTION
In recent years, the progress of AI has been driven by the devel-
opment of new algorithmic approaches and AI has been largely
adopted to new types of applications and business opportunities
that this technology might enable [4, 43]. Recent studies suggest
that AI’s role in our everyday lives will only continue to grow as
it will be possible to infuse into various systems [29, 35, 55]. New
technologies and processes for solving problems or automating
decision making bring not only new opportunities, but new chal-
lenges as well [39]. AI systems can make unpredictable decisions or
predictions that harm the user experience (UX) and can even lead to
undesired societal impact like unfair treatment or discrimination of
minority groups or privacy violations [43, 48, 56]. In this situation,
HCAI underlines the call for more focus on the human-centered
and societal considerations of AI, its applications, and human-AI
interaction in diverse application areas [43, 48].

Human-Centered Artificial Intelligence (HCAI) is an umbrella
term referring to various individual, societal, and ethical considera-
tions related to the development of AI [42, 55]. HCAI is based on
the idea of human-centered technology development, ensuring that
the interaction and UX are appropriate and delightful for the users
[20, 46]. This includes the basic starting points of understanding
user needs and the contextual and sociotechnical factors of system
design, as well as introduces new ones that are particular to AI as
technology [4, 20, 27, 34]. AI-specific issues, such as transparency
and fairness, have been actively discussed over the past decade
[3, 17, 43]. Designing AI with a human focus is essential for end-
users’ well-being and for tackling ethical issues that may cause
unwanted societal-level consequences [35, 43, 48, 55].

Despite a strong interest in HCAI in academic research, there
is little research-based understanding of how the new AI-related
requirements and principles manifest in practise in AI development.
Our exploratory research is motivated by the goal of forming new
knowledge on how the human-centered design practices are realised
in the context of developing AI applications. We believe that deeper
understanding on the processes that companies have for developing
AI applications can advocate the design of appropriate guidance and
support to develop human-centered AI applications that users can
trust. We examine AI application development practices from the
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human-centered perspective. We focus on understanding the prac-
tices in the early-phase of AI application development because most
of the decisions on how the user needs and other human-centered
requirements are met, are typically done early in the development
process. As the “early-phase” we refer to the three first steps of
the Software Development Life Cycle: planning, requirements gath-
ering, and design [5]. In the currently prevailing agile Software
Development (SD) processes, also the development phase may in-
clude continuous design decisions affecting the user. The research
questions we address in this paper are:
RQ1: What are the characteristics of early-phase AI application de-
velopment practices?RQ2: How is human-centeredness considered in
companies’ AI application development practices?We approach this
research goal by interviewing 12 IT professionals who are working
on AI application development in Finland-based companies, to gain
in-depth understanding of their development practices. Participat-
ing companies represent a variety of domain areas and company
settings. The AI applications these companies develop vary from
automated sensor-based applications to recommendation systems.

The contribution of this paper is empirical, and the findings offer
novel insights to cross-cutting themes of HCAI. The findings can
add to the understanding of gaps between theoretical ideals of HCAI
and the reality in companies. As AI’s role in our everyday lives
continues to grow, this will benefit not only users and developer
companies, but society, too.

2 BACKGROUND AND RELATEDWORK
The first subsection builds an understanding of HCAI principles.
The second discusses recent research on how AI applications are
being developed.

2.1 Human-centered AI principles
Several central principles related to HCAI can be extracted from the
related literature. Explainable AI (XAI) has been among the most
discusses themes of HCAI. Explainability helps users to understand
the algorithms and parameters a system uses by, for example, giving
a reason for a particular action, increasing trust in AI and supports
interaction between the user and AI [3, 15, 22, 55]. A study inves-
tigating problems reported by users states that the explainability
should concentrate more on the outcome instead of the operating
[18]. However, the author of [24] states that users do not really care
how the application works as long as it works, hence proper human
computer interaction (HCI) design would make the need for ex-
plainability obsolete. Transparency of the system aims to increase
the ability for people to understand the reasoning behind systems’
inner workings, and that way to build trust between human and AI
[6, 51]. Ethical AI is meant to harness the disruptive potentials of
new AI technologies, as ethically designed AI is aligned with social
values and fundamental rights [23]. Fair AI aims for decision mak-
ing that is non-discriminatory and fair, since the purpose of fair AI
is to prevent harm or benefit to different groups of people affected
by AI [17]. Trustworthy AI aims to increase the user trust in AI
systems, allowing users utilise AI without fear [51]. Responsible
AI refers to efforts to foster AI research and development toward
socially beneficial applications, as well as mitigating the human
and social risks of AI systems [19]. Sustainable AI focuses not

only to the AI applications, but the sociotechnical system of AI as
whole, as it is important, that AI applications are both developed
and used with ecological integrity and social justice in mind [53].

The topic of HCAI seems interesting both to academy and in-
dustry. Academic research in this topic has been resulting in aids
to guide and support HCAI design. In [4] the authors offer an
overview of different human-centered design (HCD) approaches
and their contribution to the development of HCAI, concluding
comprehensive or pan-disciplinary design approaches are needed
to design, develop, and advance human-centered AI. In [2] and [51]
the authors present human-AI interaction design guidelines for
design and evaluation of AI applications and systems. To aid the
UX designer’s ideation processes, [31] present design heuristics and
a framework for AI design. The authors of [43], [55], and [56] have
suggested frameworks to guide and support HCAI development. In-
dustry has participated to HCAI development by suggesting design
approaches and practices for human-centered AI [12, 25, 30, 36].
However, HCAI is not yet a mature discipline as it has no clear
definition nor established methodology [39].

2.2 AI application development practices
2.2.1 AI and software development. In related literature one of the
biggest mentioned differences between AI applications and non-AI
applications is the data-driven nature of AI applications. Measures
related to data and AI models require new kinds of roles and exper-
tise, as well as activities that should be integrated to common SD
processes to ensure project success [1, 26, 56]. AI software changes
its behaviour based on the new data it processes, and this kind of
uncertainty causes challenges [27, 52, 56]. Study examining ML
application development practices in Microsoft found that their
ML development workflows follow pre-existing, agile-like software
engineering processes [1]. Study investigating the changes that
applying ML to software causes to software development practices
found that applying ML significantly affects various aspects of soft-
ware engineering, like requirements, design, testing, processes, as
well as work characteristics [49]. In [28] the authors investigated
SD professionals who use ML techniques to develop intelligent
systems and present a high-level description of the process the
developers follow. They found that the developers face challenges
in every phase of this process and that the developers struggle
especially to produce repeatable processes.

2.2.2 AI’s and HCI.. Studies investigating human-AI interaction
highlights the potential this new kind of collaboration has – to-
gether the human and technology can solve problems in unforeseen
ways as they work together [2, 14]. The vast amount of data that is
collected for the AI algorithm can be a source of information for the
UX design. For example, it can be utilised to determine use cases
and user groups. This can be beneficial especially when designing
applications that are meant for big user groups.[9, 11] As many AI
applications evolve during time, researchers has determined that
AI can be used as a material for UX design before, during, and after
the implementation [33].

However, previous research shows that designers struggle to un-
derstand AI capabilities, meaning that they do not fully understand
what AI can and cannot do. AI-powered interactions can adapt to
different users and use contexts and they can evolve over time and
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for this uncertainty designers have challenges in envisioning novel
AI solutions for a given problem [33]. Designers also find it difficult
to ideate many possible new interactions, as the adaptability of
AI means that there could be infinite number of outcomes.[16, 56]
Prototypes are a common tool in testing, but research shows that
designers struggle to prototype AI systems largely because of AI’s
dynamic behaviour in response to training data, end-user data, and
variations in input data individual users contribute [47]. A study
investigating the changes AI causes to the design process shows
that the design process of an interactive system is affected when
AI is integrated and that design teams adapt their processes to
accommodate AI [52].

Recent research stresses the importance of specialists – engi-
neers, data scientists, HCI and UX specialists – working together
in order to craft efficient and useful AI applications [9, 21, 27].
As humans are increasingly engaging with AI systems and AI’s
algorithm-based decision making, it is crucial that UX researchers
are involved in order to include end-user values throughout the AI
development [8]. However, designers report challenges in collab-
orating with AI engineers, because first, these two groups do not
share workflows, and second, if they do, they seem not to share
the same language, and this causes problems in understanding the
other party [54].

Many of the prior studies investigate AI application development
practices from certain perspective, e.g., ML or SD, and concentrates
on how AI changes accustomed processes. In the field of HCI much
of the literature concertantes on guiding designers and practitioners
on how to work with AI and how to design AI in human-centered
way. However, to our knowledge, the topic of how users or the
principles of HCAI are considered in real life AI application de-
velopment in develop companies is under researched. To fill this
gap, in this paper we examine AI developer company practices
specifically from a human-centered design perspective to find what
is the role of the human in AI application development and how the
principles of HCAI have been acknowledged in the development.
Our work hence contributes to HCAI by formulating insights of
AI application development practices and human-centeredness of
these practices.

3 METHODOLOGY
In this section we describe participant recruitment, the study pro-
cedure, and the analysis method.

3.1 Participants
To recruit relevant participants, we contacted software companies
that are developing AI applications in Finland. Due to the regional
nature of the research project, we initially searched for suitable
companies from a company data base managed by the city of Tam-
pere. This was later complemented with general Internet search
to find recently established start-ups, for example. Subsequently,
we approached seemingly relevant individuals, such as designers
and developers in lead roles, via email invitations to participate in
a voluntary interview (no compensation offered). The invitation
specified that the interview would focus on the development of AI
applications and the human-centered aspect in these practices. We

required the participating person to be familiar with the develop-
ment process of AI applications in their company. Based on this
iterative snowball sampling, we managed to recruit 12 participants,
each from different companies. Ten of the companies were small
and medium-sized enterprises (SMEs, i.e., <250 employees) and
two companies were classified as large. To understand the evolv-
ing practices in contexts without strong organisational or legal
frameworks guiding the development, we focused on SMEs and
other companies where the development processes could be shaped
primarily by the teams.

The participating companies have from six months to eight years
of experience with developing AI applications, with the mean of 2,5
years. All participants also have experience with developing non-AI
applications, either currently or previously. Participating companies
represented a variety of domain areas. Different AI techniques were
represented in this study, ML and Natural Language Processing
(NLP) being the most common. Some of the companies concentrate
on a certain application domain or AI technique, whereas others
offer a wide range of AI solutions. Table 1 shows the background
information of the participants and the companies they represent.

The participating companies’ clients are usually organisations
that want to integrate AI into their product or service. Usually there
is one key person representing the client company that deals with
the developer. We refer to this person as the client. The end-user
of the developed applications is, for example, a customer or an
employee of the client company. We refer to the end-user as the
user.

3.2 Interview procedure
To understand AI application development practices, we adopted
a qualitative study approach. The aim of the interviews was to
gather insights into the development practices of AI applications
in companies, AI-related challenges, and human-centered practices
relevant to application design. We interviewed AI developers and
qualitatively analysed interview transcripts through the HCAI lens.
We chose to approach the topic with semi-structured interviews,
as the interview research method is well-suited for the exploratory
nature of this empirical work. We started all the interviews with
demographic questions about the company’s experience with AI,
and their motives to work with it. We also asked participants details
about the participating team. After the warm-up questions we had
ten pre-prepared questions to guide the interview that addressed
four themes: (i) company’s development practices of AI applications,
(ii) the impact of AI on the development practices, and (iii) the ways
the user is considered in the development. Questions were open-
ended to understand the characteristics of the practices. Follow-up
questions were additionally asked. This studywas conducted during
the COVID-19 pandemic, so all the interviews were conducted
remotely using Microsoft Teams or regular phone calls, depending
on the participant’s preferences. The interviews were recorded for
analysis purposes with the participant’s permission. Each interview
lasted about an hour – the shortest being 29 minutes and the longest
74 minutes. In total we had 551 minutes of interview audio. The
first author transcribed and anonymised all interviews. We had
total 57414 words of interview transcriptions.
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Table 1: - Background info of the companies and the participants

Participant Company’s AI application domain Primary AI
technology

Participant’s role(s) in
the company

Company
size

P1

P2

P3

P4

P5

P6

P7

P8

P9

P10

P11

P12

Customer service chatbot

Enterprise resource planning system

Digital services using multiple AI techniques

Digital services using multiple AI techniques

Computer vision services for different affordances and
domains

Internet of Things solutions for different domains

Sensor-based solutions for public spaces

Digital services using multiple AI techniques

ML services for different domains

Intelligent lighting solutions for industry

Customer service chatbot

Customer service solutions

NLP

ML

Multiple

Multiple

CV

ML

ML

Multiple

ML

ML

NLP

NLP, CV

UX designer

CEO

Developer, project
manager

Project manager

Project manager

Developer

CEO and developer

Management consultant

Data scientist
Management consultant
Project manager, designer

Developer

SME

SME

SME

Large

SME

SME

SME

Large

SME

SME

SME

SME

3.3 Interview analysis
As this was an exploratory study, we adapted a thematic approach to
analyse the interview data to find reoccurring patterns and themes
[7]. We had two iteration rounds. First, three of the authors con-
ducted preliminary analysis of the interviews, either with the tran-
scripts or with the recordings. We read all the transcripts to obtain
an overview of the similarities and differences found within the
dataset. After that, each of three coders annotated each interview
transcript following an inductive coding approach where we devel-
oped the codes as we analysed the transcripts [13]. We separately
coded all the data by tagging specific parts of texts with codes.
Then we combined the three sets of codes. After merging the codes,
we searched for similarities and reoccurring themes and patterns
across interviews, and we recognised six preliminary themes. Sec-
ond, we conducted an additional round of data analysis based on
the recognised themes from the first analysis round. This was sup-
ported by analytic memo writing to collect observations and ideas
from the data [41]. Then we examined each theme to gain an un-
derstanding of the characteristics of the development practices and
human-centeredness (or lack thereof). We combined two of the
preliminary themes, and that resulted in five main themes of which
three were related mainly to RQ1 and two to RQ2. We recognised 12
subthemes, providing insights into the AI application development
practices and the human-centered traits of them. Table 2 present
the codes, themes, and subthemes.

4 RESULTS
In this section, we present the results of the thematic analysis under
two sections, each presenting themes that address one of the two
research questions. When reporting the qualitative findings, the
number of interviewees addressing each subtheme is mentioned in
parentheses (X/12).

4.1 Current practices in AI application
development (RQ1)

This section presents the three identified themes related to RQ1,
characterising the current practices of AI application design.

4.1.1 Theme 1: Design and evaluation practices.

AI developers are often responsible for the early phase of
design. When asked about the team participating in the AI applica-
tion development, most participants (10/12) described this team to
be mostly technical, a combination of project managers, developers,
programmers specialised in different AI techniques, and data scien-
tists. Participants reported that, in addition to the AI development,
AI teams are responsible for the need assessment, early-phase in-
teraction design, and communications with the client. After the AI
algorithm is working and its functionality has been tested and it
has been trained, the work of the AI team finishes and the work of
the UX team can begin. We found that in many of the participating
companies (10/12) there is a clear separation between the AI and
UX teams. UX practioners are not considered to be a part of the
AI team, nor are they involved in the early-phase development
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Table 2: - Codes and recognised themes

Codes Theme Subtheme
Process, design, tool,
development, training, method,
challenge

Design and evaluation practices AI developers are often responsible for the early phase of design

No strict processes but flexible adaptation of practices and
workflows

Data, uncertainty, AI specific Data-driven and uncertain
nature of AI

Importance of data – it is all about quality data

Uncertainty of AI – it must be tested and retested
Early-phase testing with clients, not with end-users

Client, communication,
expectation, domain,
requirement

Communication as the key to
fully benefit from AI

Client is the king even without AI knowledge

Educating the client while listening to them
User, usability, UI, stakeholder,
adaptivity

Bringing user needs into the
design

User needs guide the design

Data as design material
Adaptivity serves a wide user population

HCAI HCAI design requirements and
opportunities

AI is a tool among other tools, but a powerful one

Transparency and explainability are needed

practices. In many cases, these two teams do not work together nor
share knowledge. “When the ML part of the project is ready, some
software developer enters the picture and does the UI on top of it. At
that point, our job (“AI team”) is done, and ML understanding is not
needed anymore” (P9). In contrast, in two of the participating com-
panies, UX professionals are part of the AI team. One participant
specified that it is the UX people who are directing the AI projects.
Another participant explained that in their company, the AI and
UX teams are separate, but that the UX team is supported by the
AI team, to share insights of the AI functionality.

No strict processes but flexible adaptation of practices and
workflows. Participants were asked to describe their usual ways
of working or to give a precise example of an AI application project.
Most participants (8/12) reported that they do not have established
processes when designing AI applications: “We do not really have
processes, just enough so that it would not be chaos” (P8). Participants
reported that this is because of the uncertainty or dynamic nature
of AI – the ways of working are so strongly dependent on the data,
the product, used AI technique, and the client. The influence of
regular SD practices is strong, although most of the participants
agreed that designing AI products differs from designing non-AI
products (11/12). Participants specified that they take components
of familiar SD processes that they know from experience to be
good solutions: “We cherry-pick the most suitable parts (from SD
experience) and leave out the rest” (P1). In contrast, one company
was said to have a process that they modify to AI if necessary.
Although most participants (10/12) agreed on not having explicit
processes, we found noticeable similarities and reoccurring steps
in the ways of working reported by the participants. Based on
the reported ways to design AI applications by the participants,
we identified four workflow stages: (i) design, (ii) data, (iii) model,

and (iv) test and analyse. In the design stage the AI team defines
the problem, collects domain knowledge, and decides which user
needs they should address and what way. During the data stage,
developers collect, investigate, and clean data. Choosing or building
a model was reported to be one very specific AI development step.
Some companies build their own models (4/12) whereas some of
the companies used third-party models (4/12). The test and analyse
phase targets the functionality of the AI model with the available
data, and the results are analysed concerning the expectation and
metrics set by the client.

4.1.2 Theme 2: Data-driven and uncertain nature of AI..

Importance of data – it is all about high-quality data. All
participants agreed that developing AI applications differs from
non-AI applications and data was mentioned as one of the main
reasons for this. To make AI application work, large amounts of
high-quality data are needed. “The premise of AI is that the solution
can only be as good as the data” explains (P11). But as one partici-
pant highlights: “There is never enough data” (P3) and that is one
of the biggest challenges related to AI application projects. After
the data is collected, companies must build or choose a suitable
model for processing the data. Most participants (10/12) stressed
that this is one of the most AI specific aspects of the development
process, because is important to use a model that can achieve the
wanted results from the available data. Participants agreed that the
availability and the quality of data is one the biggest challenges in
the early phase of AI application development. In addition, the lack
or low quality of training data may also cause problems because
the AI training might be inadequate, it cannot be done, or it does
not train the AI to function in the intended way. One participant
also reminded that training data suffices for testing, but that real
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data from the client is required in order to train the AI to make
sure that the application works properly in the client’s working
contexts: “Of course, we can easily create some test data and use it to
test basic functionality. But yes, AI requires the real data from a real
customer to work properly” (P8).

Uncertainty of AI – it must be tested and retested. Uncer-
tainty came up often among the participants to describe AI’s specific
traits: “The key to AI product development is how you work with the
uncertainty (of AI). It is a challenge but not an obstacle” (P3). Un-
certainty caused by AI manifests itself in several ways in the early
phase of development. First, many participants (7/12) brought up
the issue of uncertainty in the AI functionality - it is not certain if
the company can produce a working solution to the client’s prob-
lem, as AI’s uncertainty arises because of the data, the model, and
their interworkings, or the adaptative nature of AI. One participant
highlights this issue: “Even if the solution is perfect, the outcome of
AI cannot be perfect, there is always the uncertainty” (P1). Second,
uncertainty relates to the project. In a regular SD project, it is clearer
to define the problem and ways to solve it, yet AI is different due to
its inherent data-driven nature. Before collecting the data, choosing
a model, and testing how they work together, you cannot know if
you can achieve the desired results. “It is a reality that often these
AI projects end, because the data does not offer the needed outcomes”
(P9).

Early-phase testing with clients, not with end-users. All
participants agreed that data and the model are the most specific el-
ements related to AI in the early phase of development. The success
of the functionality cannot be deduced directly from these elements
or how they work together. Hence, all participants reported early
testing to be an important part of their practices: “First we must
figure out if this idea really works. Is there enough information in
the data? Is it possible to find an accurate solution to the problem?
That is the first step to every project, the only common thing in them”
(P8). Participants explained that the testing serves a few different
purposes. It is done to see what the data has to offer, and to test
if the AI model can generate expected results from the available
data. In addition, several participants (5/12) explained early testing
serving as a user need mapping method, as sometimes it is not
clear for the client what AI can do, and that is why they might
not be able to specify all the needs until they see how AI works.
Several participants (5/12) reported that they are using quick proto-
types, visualizations, or simulated examples for the early testing.
Two participants reported that simple user interfaces (UI) might be
developed for the testing, but this was usually related to demon-
stration to the client. In some participating companies (5/12) this
early-phase testing is done only internally. Other participants (6/12)
reported that it is important to include a client in this phase: “The
communication with the client is often difficult, so we try to get some-
thing to show and give the client to test and see as early as possible,
so that we can ensure we are going in the direction the client wants”
(P9). In most of the participating companies, users are not included
in this testing phase (11/12).

Participants reported various challenges that AI’s uncertainty
brings to the testing. First, because the operation of AI often
changes, it is difficult and time-consuming to test (4/12). In ad-
dition, the continuous learning and adaptive nature of AI means

continuous testing (1/12). One participant explained this that test-
ing requires a lot of time and work if aiming at a comprehensive
set of use cases. Nevertheless, not all scenarios can be predicted
nor tested. This means that no one is really sure how AI is going to
behave or what it is going to do.

4.1.3 Theme 3: Communication is the key to fully benefit from AI..

Educating the client while listening to them. Most partic-
ipants (11/12) considered communication between the developer
and the client to be a critical success factor in the early phase of
the development, as AI and its functionality might be difficult for
the client to comprehend. Communication is important for gaining
the necessary synergy and to get a better picture of the use context.
“We focus specifically on understanding the client’s operating environ-
ment and trying to become part of the client’s organisation and help
them that way. [...] Then at that point we offer our own knowledge
and tell them as much as they find interesting. In a way it’s a bit like
educating and listening to the client at the same time” (P3). However,
most participants (9/12) mentioned the communication gap being
a recurrent challenge in AI projects. This was reported to be due
two reasons. First is the client’s lack of skills or expertise, as par-
ticipants mentioned that it can be difficult to explain the benefits
and opportunities of AI, if the client is not familiar with the basic
functions of AI. Another reason mentioned by the participants is
that the client may have unrealistic perceptions of AI, obtained
from media or even sci-fi movies. This can cause communication
difficulties, as well as over-expectations, e.g., it is expected that
the chatbot is as evolved as Siri, and the resulting disappointment
with the product. One participant explains the issue: “How can we
meet the expectations that are inside of someone’s head and are based
on sci-fi movies?”(P1). Nevertheless, communication is critical for
transparency and trust between the client and the developer, and
most participants (9/12) felt positive that they can work with this
challenge with the help of early prototypes, visualisations, and in-
cluding the client in the testing. They explained that by conversing
and educating the client on how and what AI can and cannot do
and involving them in every phase of the development, they can
demonstrate how difficult it is for AI to produce even basic answers.

The client is the king even without AI knowledge. It emerged
clearly in the interviews that in the early phase of AI application
design the client is the king. Most participants (10/12) brought up
the strong client involvement in AI projects. First, the client is the
one bringing the problem that needs to be solved, with a need for a
suitable solution. Participants stressed that although they have the
technical understanding and skills, the only thing they do is give
suggestions to the client and based on those the client makes the
decisions about the AI. Second, the client is expected to participate
throughout the process with involvement in various phases, e.g.,
initial planning and testing. Sometimes clients have neither time
nor interest to participate, and many participants reported this to
be problematic, as participation in the project was seen as a way to
share information, too. Many of the AI products require training,
and that is something that should be done by the client after the
implementation. If the client does not have time for this, it might
cause the AI to malfunction. Some participants (3/12) saw the client
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as representative of the user and were referring to the client when
asked about the user.

4.2 Human-centeredness in the AI development
practices (RQ2)

The human considerations and HCAI aspects of the design are
presented in this section, addressing RQ2.

4.2.1 Theme 4: Bringing user needs into the design.

User needs guide design . Most participants (11/12) mentioned
user needs to be the basis of the entire design. Usually, the informa-
tion on the users and their needs is collected by conversing with
the client (6/12). In addition, early demonstration and testing the
AI functionality are also used for mapping the user needs, because
seeing something concrete helps the client realise the ways AI can
behave. In some of the participating companies (4/12), user needs
are mapped inside the company, because they understand AI and
its possibilities, and this is viewed as helpful to map the user needs.
Another participant said that they simply guess based on strong
self-confidence. A few participants (3/12) perceived acknowledg-
ing the human and their needs mostly as a part of UI design, that
happens in later phases of the development: ”If we talk about the
end-user, UI is the way to answer their needs. It’s hard for me to come
up with any user-related practices during the early-phase of develop-
ment” (P9). In most of the participating companies (9/12) it is the
technical AI development team who maps the user needs. A few
(3/12) companies reported UX designers also being involved. Two
of the participating companies included the end-user in this step by
observing the ways of work and discussing with them about their
needs and the use context. Participants reported resources to be the
biggest motive for not including the user to the need assessment.
For some (5/12), including the client is enough, like P9 explains:
“We have the client there (involving to the project), so user involvement
is not needed”. Some of the participants expressed that they had a
strong trust in their own ability to map the user needs, so involving
the user was not considered necessary. One participant explained
this to be because of the uncertainty of AI: ”It’s pretty pointless to
ask the user at this stage what kind of chatbot you’d like if we’re not
sure it’s technically even possible to make work.” (P8), adding that in
these kinds of situations it is better to turn to the data.

Data as design material. At the beginning of the AI project,
vast amount of data needs to be collected for the AImodel to work in
wanted way. We found that in most of the participating companies
(9/12) this collected historical data was seen as material for the
AI team only, and UX practioners did not work with this data. In
contrast, one participant explained that AI and especially the data
offers a possibility to broader organisational changes. The goal is
to change the organisation and its operations, not just to automate
existing operating models or processes, but by changing ways of
working and ways of managing with the help of its data. Another
participant reported that they use historical data as a base for the
design, collecting information such as usage data and telemetry.
One participant explained, that instead of involving the users to the
design, it is better to consult the data and determine the users and
the use cases from that. Another participant also mentioned that

in their company they are utilising historical data to understand
users better.

Adaptivity serves a wide user population. Two participants
saw AI, especially ML, human-centered because of its adaptive
nature. One participant specifies that “regular software you design
around the needs of the average user” [. . .] ”The user learns to
interact with the application and adapts their ways of working
to this. AI adapts to the ways of working of the user” (P8). Two
participants highlighted that by adapting to different users, AI
applications enable acknowledging various users and their needs.
However, this is done with data and means that it requires enough
data from different user groups. One participant mentioned that
different AI techniques could be utilised for better usability and UIs.
They explained that AI can meet the needs of broader user groups
or offer possibilities for use that are difficult or sometimes even
impossible to implement with regular code, like NLP as part of UIs
and as a means to interact with the technology.

4.2.2 Theme 5: HCAI design requirements and opportunities.

AI is a tool among other tools, but a powerful one. Most
participants (10/12) explained that the main motivation to use AI
is to solve a problem or to meet a need. Several participants (7/12)
highlighted that AI provides technological solutions that are not
possible, or would be much harder to implement, with regular
software solutions: ”You cannot program things that AI is capable
of doing. You have an electronical brain that recognises, analyses,
and learns the things. Programming something like that would take
infinite time” (P7). There is an ongoing hype around AI, and that
has created a strong demand for AI from the client’s side, as P1
explains: ”Often the client assumes that we have a magic jar labelled
‘AI’, we open the jar, and the problem is solved”. However, it was
emphasised by the most participants (8/12) that AI is not used if it
is not the best solution to the problem: “The business case cannot
be found from an AI sticker on the side of the product, but it can be
found from a solution that brings concrete value” (P4).

Transparency and explainability are needed, but so is hid-
ing complexity. A few participants (3/12) brought up the impor-
tance of transparency and explainability in AI applications. Based
on the interviews we found no set rules or established practices
when it comes to explainability and transparency, and that their use
depends on various aspects, like used AI-techniques, use context,
or the level of the user control and responsibility. The information
provided also depends on the user, e.g., their technical understand-
ing or desire to understand. In many companies these decisions are
done based on the opinions of the AI developers. On the contrary,
one participant reported that when they consider the use of explain-
ability or transparency, their UX practioners come to collaborate in
the design.

Participants were questioning how much is “necessary” to con-
vey about AI to the user. Howmuch are users even interested in this
information and at what level? Will there be a blast of information
boxes? We found that in many of the participating companies (5/12)
AI is intentionally hidden in many contexts. Developers decide
what parts of AI should be visible or controllable for the user, and
the rest they try to hide from the user. Participants explained that
this is done because the user does not want too much information,



NordiCHI ’22, October 08–12, 2022, Aarhus, Denmark Maria Hartikainen et al.

while many agreed that the user is not really interested in how the
system works as long as it works, as one participant explains: “The
user is only interested in the results. It doesn’t matter how they are
produced.” (P2). A few participants also mentioned that it is user
friendly to make the application easy-to-use and easy-to-access,
and for that it may be better to hide some features of AI from the
user. One participant explained that people do not fully understand
what AI is and what it can do, and that scares them - they do not
want to give the control to AI, because they do not know what
the consequences are. For this reason, the participant explained,
it is better to hide AI, so that the user can just concentrate on the
use, not the fear of AI. Another participant added that it is easier
to not to mention AI, because people might have very unrealistic
expectations of AI, and if the used AI product does not match with
these expectations, the UX might be very disappointing.

5 DISCUSSION AND FUTUREWORK
5.1 Early-phase design practices and values in

AI application development
Most of the participants reported that they have no strict pro-
cesses but general steps that seemed to be similar in most of the
companies and between different AI techniques. Aligned with the
findings of [1] and [28], we found that early-phase AI design re-
lies strongly on the experience, methods, practices, and tools
familiar from regular software development. Relying on SD
practices means that developers continue their work as usual, with-
out reconsidering their methods or practices. Adapting to newways
of working was seen more important to the client company, not for
the developers. Nevertheless, AI requires new tasks, practices, and
expertise. Beyond the questions of early-phase data-driven testing,
special characteristics of AI were not given explicit consideration.
For example, many companies use training data that comes from
outside sources. This seems to be a common practice in the field,
but also with such third-party data, the AI application should also
be tested for biases [38, 45], but none of the participants reported
this being part of their practices.

Regarding the composition of the team participating in the AI
design process, it seems that usually the UX people are not con-
sidered as part of the development group. Some participants
said that they do not know what happens in the product design
process after the AI part is technically functioning. This indicates
that there is a gap between the people involved in the technical
development of AI and the UX designers. This consolidates the
findings of [39] and [54]. To fully benefit AI, it is important to
understand its functioning, as well as the user needs. Hence, the
integrated composition of AI and UX professionals ideally work
tightly together. Also, it is important to support HCAI design also
in situations when no UX professionals are involved, by offering
clear methodological approaches.

The strong role of client’s is novel information - in many com-
panies, the client has the last word throughout the development
process. However, most of the participants reported that one of
the biggest challenges in AI application development is client’s
lack knowledge of AI. Client-centered thinking is common in the
business world in general, but the characteristics of AI introduce a

problem – the client is not expected to have too much knowl-
edge of AI and how it works, yet they are responsible for the
decisions about AI . Hence, clients implicitly take responsibility
for the consequences caused by its functions, for example related
to fairness or the ethics of AI. If the client is not aware of this
responsibility, this might result in a situation that the design of
AI applications leans heavily on the values of the development
company. The changes that designing AI in a human-centered way
requires, are not only related to aspects of the development process,
but also to the company culture.

5.2 Human-centeredness in AI application
development

The motives for the use of AI seem to be human-centered - AI
is used only when it is the best solution to the problem or
has something unique to offer - like means to process data in a
meaningful way. This is the premise of HCAI regarding [36] and it
contrasts with the current understanding of AI development being
technology-centered. User needs guide the development from the
beginning; however, AI development practices seem to be more
user-concerning than user-including. In most of the participat-
ing companies, the considerations regarding the user needs are
made internally based on the opinions of the technical team or
the client. Including the users in the early-phase design was not
considered important, and it was evident that companies trust their
own skills and opinions in decisions regarding the user. Also, when
referring to a user, many of the participants spoke about the client,
even in cases when the client was not the user. It might be prob-
lematic to erroneously consider the client as the user. The needs of
the client can be considered the user needs, and the design can be
based on those, and then the result serves the needs of the clients,
not those of the user. Nevertheless, many decisions seemed to be
based on this concept.

Companies have strong confidence in their skills for developing
AI applications. However, principles of HCAI are not reflected
in the ways of working, but values are focused on the technical
excellence. From the recognised principles of HCAI, transparency
and explainability surfaced in the interviews, and the use of
those was based on the insight and opinion of the AI-team. Some-
times AI was hidden on purpose to provide better UX. This practice
supports the ideas of [24] and is in line with the results of [18].
Hence, clearer principles for when and how explainability and
transparency should be addressed would be beneficial not only for
the user, but also for the development company. Important HCAI
related themes, like ethics, responsibility, and sustainability, did
not arise in the interviews. That might mean that these themes are
not considered at all, or that they might be considered at a later
phase of the development. When companies reach higher maturity
in AI development, they may have more capacity to look for ways
to include human-centeredness in their ways of working.

5.3 Challenges and opportunities for advancing
HCAI in practice

Based on the findings and above reflections, we identify the follow-
ing four main challenges in early-phase HCAI practices.
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5.3.1 Practical HCAI challenge 1: Lack of end-user viewpoint in
the early design-related activities. Human-centeredness requires
continuous involvement of end-users throughout the design and
development process. In this sample of companies, end-users have
not been actively involved in the early-phase of AI application
design. Instead, the clients are used as the source of requirements
that affect the functionality choices of the application. Furthermore,
the UX work is mostly detached from the early development phases,
and the developer and UX teams work separately on their tasks.

5.3.2 Practical HCAI challenge 2: The capabilities of AI are unclear
to clients who set the end-user requirements. End-users should be the
primary and direct source of their needs and requirements. How-
ever, clients are often the primary source of end-user understanding
and they may have unrealistic expectations of AI capabilities, also
in terms of what it can offer to the end-user. Characteristics re-
lated to the operation of AI, such as adaptability and transparency,
may be foreign to non-AI experts. The functioning of AI might be
difficult to explain and to understand. To address this issue, the
development company needs to demonstrate AI’s capability even
before actual development starts and educate or concretely inform
the client about what AI can do.

5.3.3 Practical HCAI challenge 3: Uncertainty and burden of data-
driven design and testing. AI is dynamic in its nature and hence it
may be hard to predict its outcome. From the HCAI viewpoint this
means that all important user casesmay be impossible to test – some
of the uncertainty necessarily persists. The quality and quantity of
data – both for training the AI and for long-term use – is essential
for being able to ensure the wanted outcome of an AI application.
Practices around data collection can be time consuming, and the
continuous learning and adaptive nature of AI requires iterative
testing. Without sufficient data, different usage scenarios cannot
be tested and the outcome of using AI can remain uncertain, which
makes it hard if not impossible to demonstrate the functionality of
the AI application.

5.3.4 Practical HCAI challenge 4: Lack of value-based design un-
derstanding of AI’s impacts on transparency and other ethical is-
sues. Companies developing AI applications have high levels of
knowledge and self-confidence regarding the technical skills for
developing AI-based solutions. More generally, the characteristics
of HCAI are not reflected in the design approaches and related
ways of working, but companies’ values are often focused on the
technical excellence. Ways for tackling the need of AI transparency
(through explainability but hiding complexity), fairness and other
HCAI principles are less emphasised, in some cases non-existent.

The challenges identified have similarities and differences from
the challenges identified in the literature. The first challenge is
well known from the HCD practice as well as from the research on
HCD practices in industry [27, 29]. Challenges 2-4 are specific to
AI applications and need to be supported by further development
of methodologies and guidelines. Academia and industry both have
participated in HCAI development by suggesting guidelines, meth-
ods, approaches, and frameworks to support HCAI development.
However, based on the findings of our interviews, AI developer
companies have not used these existing aids. Therefore, we sug-
gest that a HCAI capability model be constructed for AI developer

companies, to help them advance human-centeredness of AI appli-
cations, and to complement their existing design approaches and
methods for AI application design. The capability maturity model
(e.g., [26, 37]) are widely used in IT to evaluate the capability or
maturity of the company or their processes in certain context or
domain. HCAI specific model should include step-wise suggestions
for methodological, resource, and organisational aspects of HCAI
design in a company and be implementable in design-relevant ac-
tivities in different phases of the development process.

5.4 Limitations and future work
This study investigated early-phase AI application development
and design practices through 12 interviews across 12 companies in
Finland. This sample is geographically and culturally limited, so
the results should not be generalised to represent software industry
as a whole. Still, the findings give a good basis for understanding
the potential challenges related to HCAI. Another issue to take
into consideration is that the participating companies were mostly
SMEs, and they could be said to have relatively low maturity of
human-centered design. If more mature – usually larger – compa-
nies were studied, the results would probably reveal more advanced
HCAI activities. However, investigating companies with lower ma-
turity sheds light on challenges, and this understanding can provide
valuable input to methodological requirements.

For future work, several interesting study directions can be out-
lined. Studying a broader set of companies of different sizes and
maturity levels would provide further understanding of more ver-
satile HCAI practices (or lack thereof). Furthermore, additional
analyses of exiting company practices, as well as expert workshops
can produce input for the construction of a HCAI capability matu-
rity model. Supporting the capability maturity model, investigating
suitable design tools and methods to support HCAI design could
be beneficial for AI developer companies and designers. Method-
ological trials with AI-specific adaptations of HCD methods could
be conducted. Suggested HCAI practices could be transformed into
guidelines and methodological understanding for advancing HCAI.

6 CONCLUSION
We investigated companies’ views and practices regarding the devel-
opment of AI applications, with a specific focus on human-centered
viewpoints of the practices. The development companies in this
study do not have established AI-specific processes, but they rely
on their software development experience, and on their technical
skills with AI. The early-phase decisions address the user needs
and are based on the developers’ own rationale and conversations
with the client, without including the end-user. The success of an
AI project is strongly dependent on the amount and the quality
of the data. Testing the AI’s functionality in the early phase of
the development with quality data is considered crucial, as the un-
certainty of AI is one of the biggest challenges in AI application
development. Overall, the HCAI viewpoint or practices were not
integrated in AI application development. The understanding of the
human viewpoint of AI applications is strongly dependent on data
availability and the client’s preferences. Still, clients are often not
aware of AI’s capabilities, which creates a potential communication
gap in the development. Based on our findings, we identified four
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main challenges for HCAI practices, related to (i) disintegration
of HCAI work from the technical development, (ii) clients’ central
role as the source of user requirements, (iii) uncertain nature of AI,
and (iv) lack of value-based understanding of AI in companies. The
findings of this study can be used in further research and develop-
ment of HCAI practices. Special attention is needed in designing
and testing concrete HCAI methods as ways to improve maturity
and capabilities of AI application development in real settings of AI
development companies. Eventually, this will enhance the quality
of AI in the real world.
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